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Abstract. This paper is a review of results on the Gauss-Manin connection
in noncommutative geometry. The Gauss-Manin connection in periodic cyclic
homology was introduced by Ezra Getzler in 1991, then generalized to a su-
perconnection by the author in a joint work with Dolgushev and Tamarkin.
The key to these constructions is the Cartan calculus in noncommutative ge-
ometry. The original results of this article, namely the comparisons between
the noncommutative Cartan calculus and its classical version, are contained
in Section 5. The rest of the paper is mostly a review of results from [13], [9],
[27], [33], although the approach is somewhat new.

To Ezra on his sixtieth birthday

1. Introduction

In [25], Yu. I. Manin, then nineteen years old, considered the following ques-
tion. Let {Xs|s ∈ S} be a family of algebraic curves over C. Fix an element γ in
homology of Xs where s is a point of S. Let ωs be an algebraic differential on Xs

that depends on s algebraically. Locally in s, we can identify homologies of different
fibers. Therefore, locally in s, the period s 7→

∫
γ
ωs over a cycle γ is a function

in s. It turns out that this function satisfies the Picard-Fuchs differential equation.
Why is that so?

Manin’s answer: the period actually depends on the class of ωs modulo exact
differentials. But the space of such classes is finite dimensional. So, when you start
to differentiate the period, you will eventually get a linear relation, very much the
same way as a matrix has to satisfy a polynomial equation.

But the space of classes of differentials depends on s. How do you differentiate
a function with values in such a space? Manin provided an answer as follows. Let X
be the total space of the family, with Xs being fibers of the morphism X→ S. We
work Zariski locally in X, actually passing to fields K and R of rational functions
on S and X respectively. A derivation of K can always be extended to a derivation
of R. Manin gives a way to differentiate using such an extension, and then shows
that the result does not depend on an extension.

Soon after, Grothendieck and then Katz and Oda re-interpreted and generalized
Manin’s construction in terms of the following. The assignment s 7→ H•DR(Xs) is
actually a vector bundle on the base, and it admits a flat connection (the Gauss-
Manin connection). This is explained by the Cartan calculus on differential forms.
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Namely, a vector field ξ defines the operator Lξ : Ω•X → Ω•X as well as the operator
ιξ : Ω•X → Ω•−1

X satisfying relations

(1.1) ι2ξ = 0; dιξ + ιξd = Lξ

Now replace X by an associative (possibly noncommutative) algebra A. De
Rham cohomology gets replaced by periodic cyclic homology HCper

• (A). In [13],
Ezra Getzler constructed a flat connection in the bundle s 7→ HCper

• (As) for a fam-
ily of algebras over a smooth base S. This is based on the following generalization
of the Cartan calculus. Let C•(A) and C•(A) be the standard chain and cochain
complexes computing the Hochschild homology HH•(A) and the Hochschild coho-
mology HH•(A) [3], [23]. For ϕ ∈ Cm(A) there are two operators

(1.2) Lϕ : C•(A)→ C•−m(A); ιϕ : C•(A)→ C•−m+1(A)

Those operators induce pairings at the level of Hochschild (co)homology that satisfy
the standard Cartan relations [10].

It is natural to ask what replaces the Cartan relations at the level of Hochschild
complexes rather than at the level of (co)homology. Let us try to predict the answer.
For any algebra A and any algebra endomorphism f : A→ A we define a complex

(1.3) TRA(f) = C•(A,f A)

(Here fA is A viewed as an A-bimodule, with the action a0 · a · a1 = f(a0)aa1

and the right hand side of (1.3) is the Hochschild complex with coefficients in this
bimodule. Roughly, this is a noncommutative analog of differential forms on the
space of fixed points of an endomorphisms of a variety). By functoriality, there are
two endomorphisms of TRA(f) : id∗ and f∗. We predict that they should be chain
homotopic. In fact one can deduce that from the fact that they coincide at the level
of

(1.4) trA(f) = HH0(A,f A) =f A/[A,f A] = A/〈f(a0)a1 − a1a0〉

(here 〈〉 stands for linear span). So there should be an operator

(1.5) Bf : TRA(f)→ TRA(f)[1]

satisfying

(1.6) [Bf , bf ] = f∗ − id∗

(here bf is the differential on the complex TRA(f)). Now, B2
f is a natural trans-

formation TRA(f) → TRA(f)[2]; we expect it to be chain homotopic to zero.
Proceeding by induction, we expect to have natural operators B(n)

f : TRA(f) →
TRA(f)[1 + 2n], n ≥ 0, such that Bf = B

(0)
f and

(1.7) (bf + uBf )2 = f∗ − id∗

where u is a formal variable of cohomological degree 2 and

Bf =

∞∑
n=0

unB
(n)
f

This would have the following consequences. First, put f = id. Put TR(A) =
TRA(id), b = bid and B = Bid. Then (1.7) tells us that B is a differential on
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TR(A)[[u]]. And indeed, such a complex does exist; it is the negative cyclic com-
plex CC−• (A). Its localization TR(A)((u)) is the periodic cyclic complex computing
HCper
• (A) as mentioned above.
Second, let D be a derivation of A (this is a noncommutative analog of a vector

field on a variety). Applying the above formally to f = exp(D), we get natural
operators

(1.8) IDn : TR(A)[[u]]→ TR(A)[[u]][−1]

such that for

I(D) =

∞∑
n=1

1

n!
IDn

we have

(1.9) (b+ uB + I(D))2 = exp(LD)− 1

Here LD = D∗ is the action of D on TR(A)[[u]]. This is equivalent to

(1.10) [b+ uB, IDn ] +

n−1∑
k=1

(
n

k

)
IDkIDn−k = LnD

Note that the above equation has no denominators and in fact holds over Z. Note
also that in reality, on the standard Hochschild complex we already have B2 = 0
so we can put B = B.

Let us compare this to the classical Cartan calculus. There, we already have
ι2ξ = 0. So we can put

(1.11) J(ξ) = ιξ; b = 0; B = d

and rewrite the Cartan relations as

(1.12) (b+ uB + J(ξ))2 = uLξ

The discrepancy between the classical Cartan relations (1.12) and the noncommu-
tative Cartan relations (1.9) can be removed (Lemma 4.5). Therefore, when A is
commutative, we have two generalized Cartan calculi: the classical one on forms,
and the new one on Hochschild chains. But (in characteristic zero) one can compare
the two via the HKR map. We show that this comparison agrees with the Cartan
calculus structure (Theorem 5.1).

Now let A be a sheaf of OS-algebras on an algebraic variety S. Assume that
∇ is a connection on A. In the case when the connection ∇ preserves the alge-
bra structure, this allows to construct a Getzler-Gauss-Manin superconnection as
follows:

∇GM = b+ uB + L∇ −
∞∑
n=1

u−n

n!
J(Rn)

where R = ∇2. Note that the formula makes sense in characteristic zero when R is
nilpotent (i.e. when the base is smooth).

But the above condition on∇ is too restrictive, even locally in S. In the classical
case, the interpretation of the Gauss-Manin connection due to Grothendieck and
Katz-Oda starts with a connection defined locally in the total space of the family
X (cf. Section 2). But in the noncommutative case there is no such thing. Instead,
following [13], we look at the discrepancy together with the curvature:

R = ∇m+∇2
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where m is the product on A. This is a form with values in the Hochschilld cochain
complex of A. Hochschild cochains are noncommutative analogs of multivector
fields, therefore we have to generalize to the noncommutative case the extended Car-
tan calculus between forms and multivectors. Here we do this using the approach
to Cartan calculus originated by Khalkhali in [21] and [22]. Namely, the DG Lie
algebra of Hochschild cochains is quasi-isomorphic to the algebra of coderivations
of the cobar construction, and we can apply the dual version of the Cartan calculus
as above to the DG coalgebra Bar(A) instead of A. Due to a theorem from [31] and
[11], the dual version of the periodic cyclic complex of Bar(A) is quasi-isomorphic
to the periodic cyclic complex of A. We call it the big periodic cyclic complex. The
above allows us to construct the Gauss-Manin superconnection on the big complex
and prove its main properties (Theorem 8.5).

Remark 1.1. The result holds not only in characteristic zero but also over the
p-adics, provided the differential of the product is p-adically small. Moreover, the
deviation of the multiplication from associativity only needs to be p-adically small,
which allows to define a noncommutative crystalline complex of an algebra over Fp.
This is done in [27] and [33]; we plan to extend this paper’s approach to the p-adic
case elsewhere.

It would be interesting to investigate convergence of our formulas in other
topologies. Note that those formulas involve exponentials which suggest some con-
vergence. However, those are exponentials of the form exp( 1

uS) where u is a formal
parameter. This means that one can hope for convergence in some refined ver-
sions of the periodic cyclic complex in which some convergence property on chains∑∞
j=−m u

jcj is imposed (cf. e.g. [7], [26]).

Remark 1.2. As shown in [16], in characteristic zero the periodic cyclic com-
plex (C•(A)((u)), b+uB) can be replaced by the double complex (Ω•A((u)), d+uι∆).
Here Ω• stands for noncommutative forms, d is the De Rham differential, and ι∆
the Ginzburg-Schedler differential. For any derivation ξ of A one defines Lξ and ιξ
in a straightforward way, subject to strict Cartan relations (1.1). Passing from A
to its cofibrant resolution, we get another version of a big periodic cyclic complex
on which the Gauss-Manin superconnection can be constructed. We do not know
how this can be adapted to the p-adic situation, although it might be interesting
to investigate.

This paper greatly benefited from my multiple conversations with Ezra Getzler
and from presentations and discussions in the Gauss-Manin seminar at Northwest-
ern, as well as from my collaboration and discussions with Ryszard Nest. Finally, I
am grateful to Anton Alekseev for fruitful discussions, in particular for turning my
attention to [1], [2], and [15] that contain generalizations of Cartan calculus that
are similar to the ones considered here.

2. The Gauss-Manin connection in algebraic geometry

We recall the classical facts about the Gauss-Manin connection [25], [17], [20].
Our exposition follows [24].

2.1. Calc 1. Let p : X → S be a smooth morphism of smooth algebraic
varieties over C. The structure sheaf OX/S is automatically a sheaf of p−1OS-
algebras; Ω1

X/S denotes the module of Kähler differentials over OS ; TX/S is the Lie
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algebra of OS-derivations of OX/S . Let

Ω•X/S = ∧•OX/SΩ1
X/S

be the differential graded algebra of relative differential forms on X/S. The Lie
algebra TX/S acts on Ω•X/S by Lie derivatives; the Abelian Lie algebra TX/S [1] acts
on the same sheaf by contractions. We denote these actions by

ξ 7→ Lieξ

and
ξ 7→ ιξ

for a vector field ξ. These operators satisfy the classical Cartan identities

(2.1) [Lieξ,Lieη] = Lie[ξ,η], [Lieξ, ιη] = ι[ξ,η], [ιξ, ιη] = 0 ∀ξ, η ∈ TX/S .

The De Rham differential, dX/S , satisfies

(2.2) [dX/S , dX/S ] = 0, [dX/S , ιξ] = Lieξ, [dX/S ,Lieξ] = 0.

To conclude:

Lemma 2.1. The formula ξ+ηε 7→ Lieξ+ιη defines an action of the differential
graded Lie algebra (TX/S [ε], ∂∂ε ) on the differential graded algebra (Ω•X/S , dX/S).
Here ε is a formal parameter of degree −1 and square zero.

2.2. Given the morphism p : X → S as in Section 2.1, define a connection to
be a linear map

(2.3) ∇ : OX/S → Ω1
S ⊗OS OX/S

such that

(2.4) ∇(fg) = f∇(g) + g∇(f),∇(h) = dSh ∀f, g ∈ OX/S , h ∈ OS ,

where dSh is the differential of h. Geometrically, ∇ is a rule that lifts a vector field
on S to that on X/S. Such connections exist at least locally on X.

The curvature of ∇ is an element

(2.5) R =
1

2
[∇,∇]

of Ω2
S ⊗OS TX/S .
We will now extend the scalars from OS to the entire de Rham complex Ω•S ,

thus replacing Ω•X/S with Ω•S ⊗OS Ω•X/S . The connection ∇ extends to a derivation
Lie∇ of degree one of Ω•S ⊗OS Ω•X/S satisfying

(2.6) Lie∇α = dSα, α ∈ Ω•S

For ξ ∈ Ω•S ⊗OX/S TX/S , Lieξ and ιξ define derivations of Ω•S ⊗OS Ω•X/S ; we have

(2.7) Lie2
∇ = LieR

Lemma 2.1 is still valid if we replace the Lie algebra TX/S by the differential graded
Lie algebra Ω•S ⊗OS TX/S .

The Cartan identities (2.1) and (2.2) allow us to flatten Lie∇. Namely, define
the derivation

D∇ = Lie∇ + dX/S − ιR ∈ EndC(Ω•S ⊗OS Ω•X/S)
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Lemma 2.2. The pair (Ω•S ⊗OS Ω•X/S , D∇) is a complex, i.e.,

D2
∇ = 0.

Proof. The result follows from the following computation:

2D2
∇ = [D∇, D∇] =

[Lie∇,Lie∇] + [dX/S , dX/S ] + [ιR, ιR]

+ 2[Lie∇, dX/S ]− 2[Lie∇, ιR]− 2[dX/S , ιR] =

2LieR − 2ι[∇,R] − 2LieR = 0,

which consists in a repeated application of (2.1, 2.2), including

[Lie∇, ιR] = ι[∇,R] = 0

thanks to the Bianchi identity [∇, R] = 0. �

Various choices of ∇ give rise to canonically isomorphic complexes:

Lemma 2.3. The map

exp (ι∇2−∇1
) : (Ω•S ⊗OS Ω•X/S , D∇1

)→ (Ω•S ⊗OS Ω•X/S , D∇2
)

is an isomorphism of complexes.

Proof. It is clear that the operator ι∇2−∇1 ∈ EndC(Ω•S⊗OSΩ•X/S) is nilpotent
and is an even derivation of the algebra Ω•S ⊗OS Ω•X/S . Therefore it defines an
automorphism of Ω•S ⊗OS Ω•X/S . What we need to check then is that

exp (adι∇2−∇1
)(D∇1

) = D∇2
,

where adι∇2−∇1
means the operation of taking the bracket, [ι∇2−∇1

, .]. Indeed, let
A be an element of Ω1

S ⊗OS TX/S . Then

(2.8) exp (adιA)(Lie∇) = Lie∇ − ι∇A;

(2.9) exp (adιA)(dX/S) = dX/S + LieA +
1

2
[ιA,LieA] = dX/S + LieA −

1

2
ι[A,A];

Also [ιA, ιR] = 0, so

(2.10) exp (adιA)(dX/S + Lie∇ + ιR) = dX/S + Lie∇ − (ιR + ι∇A +
1

2
ι[A,A])

But R+∇A+ 1
2 [A,A] is the curvature of the connection ∇+A. �

2.3. Comparison with Katz-Oda. The complex (Ω•S ⊗OS Ω•X/S , D∇) is fil-
tered, F p(Ω•S ⊗OS Ω•X/S) = (Ω≥pS ⊗OS Ω•X/S). It is easy to see that, locally in X, a
connection ∇ identifies (Ω•S ⊗OS Ω•X/S , D∇) with the absolute De Rham complex
(Ω•X , d). The filtration gets identified with the filtration from [20]. We see that our
construction reproduces the Katz-Oda construction of the Gauss-Manin connection.
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2.4. Globalization. We will now show that Lemmas 2.2 and 2.3 imply the
existence of a globally defined complex; such a complex is not unique, but different
such complexes are canonically isomorphic.

The variety S being smooth, it can be covered by open subsets Sα étale over
Cn, hence each having a coordinate system {ui, ∂ui}, ∂ui(uj) = δij . The morphism
p : X → S being smooth, the preimage p−1(Sα) has an open cover {Uαβ} so
that each Uαβ has a coordinate system {{ui, xj , ∂ui , ∂xj}. This means that over
each Uαβ , the restriction Ω•S ⊗OS Ω•X/S |Uαβ regarded as a sheaf over Sα carries a
connection, ∇αβ .

To streamline the notation: we have a sheaf Ω
def
= Ω•S ⊗OS Ω•X/S on X and an

open cover {Ui} of X; on each restriction Ωi
def
= Ω|Ui we have chosen a connection

∇i and hence a differential D∇i : Ωi → Ωi, Lemma 2.2. According to Lemma 2.3,
over the intersection Ui ∩ Uj there is an isomorphism

Gji
def
= exp (ι∇j−∇i) : (Ωi, D∇i)→ (Ωj , D∇j ).

It is clear that on triple intersections we have the consistency condition:

Gki = Gkj ◦Gji.
Therefore, having fixed a cover {Ui} and a bunch of connections {∇i}, which we
will denote simply by ∇, we obtain a new globally defined complex, Ω∇, by tearing
the original Ω•S ⊗OS Ω•X/S apart and regluing the pieces {(Ωi,∇i)} using {Gij} as
transition functions. This proves the existence.

Two distinct such complexes, Ω∇ and Ω∇′ (attached to distinct collections ∇
and ∇′) are canonically isomorphic. To see this, assume, as we can, that both are
defined using the same open cover {Ui}. Then the collection of isomorphisms

exp (ι∇′i − ι∇i) : Ω∇|Ui → Ω∇′ |Ui
defines an isomorphism of complexes Ω∇ → Ω∇′ .

3. Noncommutative calculus

We closely follow [27] and [28].

3.1. Cyclic complexes. For an associative unital algebra A over a commu-
tative unital ring k, define

(3.1) C•(A) = A⊗ (A/k)⊗•

(3.2) b : C•(A)→ C•−1(A); B : C•(A)→ C•+1(A);

(3.3) b(a0⊗ . . .⊗ an) =

n−1∑
i=0

(−1)ia0⊗ . . .⊗ aiai+1⊗ an + (−1)nana0⊗ . . .⊗ an−1;

(3.4) B(a0 ⊗ . . .⊗ an) =
∑
i

(−1)i(n−i+1)1⊗ ai ⊗ . . .⊗ an ⊗ a0 ⊗ . . . ai−1.

One has

(3.5) b2 = 0; bB +Bb = 0; B2 = 0.

The homology of the differential b is called the Hochschild homology of A and is
denoted by HH•(A).
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Definition 3.1. The negative cyclic homology HC−• (A) (resp. periodic cyclic
homology HCper• (A)) of an associative algebra A is the homology of the complex

(3.6) CC−• (A) = (C•(A)[[u]], b+ uB);

resp.

(3.7) CCper
• (A) = (C•(A)((u)), b+ uB),

where u is a formal variable of degree -2.

3.1.1. Motivation: the case of a commutative algebra. Suppose that A is a
commutative algebra and k contains the field of rational numbers. Define the
Hochschild-Kostant-Rosenberg map

(3.8) HKR : C•(A)→ Ω•A/k; a0 ⊗ . . .⊗ an 7→
1

n!
a0da1 . . . dan, n ≥ 0

It is easy to see that HKR intertwines b with 0 and B with d. Moreover it extends
to

(3.9) HKR : CC−• (A)→ (Ω•A/k[[u]], ud); CCper
• (A)→ (Ω•A/k((u)), ud)

Theorem 3.2. [19] Suppose that A is a commutative regular algebra. Then
HKR induces an isomorphism HH•(A) −→ Ω•A/k and quasi-isomorphisms

CC−• (A) −→ (Ω•A/k[[u]], ud)

CCper
• (A) −→ (Ω•A/k((u)), ud)

(∧•TA/k, 0) −→ (C•(A), δ).

Remark 3.3. In the case of A = C∞(M), the same result holds after replacing
algebraic tensor products with projective tensor products.

4. Operations on cyclic complexes

4.1. The Cartan calculus of derivations.

Definition 4.1. For a derivation D of A and for m ≥ 1, set

LD(a0 ⊗ . . .⊗ an) =

n∑
j=0

a0 ⊗ . . .⊗D(aj)⊗ . . .⊗ an

ιDm(a0 ⊗ . . .⊗ an) = a0D
m(a1)⊗ a2 ⊗ . . .⊗ an

SDm(a0 ⊗ . . .⊗ an) =

n∑
j=1

(−1)njaj ⊗ . . .⊗ an ⊗ a0 ⊗ LmD(a1 ⊗ . . .⊗ aj−1)

ID = ιD + uSD.

We will often denote LD simply by D.

Lemma 4.2. The following Cartan relations are satisfied:

(4.1) [b+ uB,LD] = 0; [LD, LE ] = L[D,E]; [LD, IE ] = I[D,E]; [b+ uB, ID] = uLD

The missing Cartan relation

(4.2) [ID, IE ] = 0

is true only at the level of homology. More precisely,
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Proposition 4.3. Put

(4.3) IDn = ιDn + uSDn , n ≥ 1.

For all n > 0.

(4.4) [b+ uB, IDn ] +

n−1∑
k=1

(
n

k

)
IDkIDn−k = uDn

Remark 4.4. For comparison, define in the commutative case the operations

(4.5) JDn = ιD, n = 1; JDn = 0, n > 1

then

(4.6) [ud, JD] = uD; [ud, JDn ] +

n−1∑
k=1

(
n

k

)
JDkJDn−k = 0, n > 1;

and, as a consequence, setting J (D) =
∑∞
n=1

1
n!JDn , we get

(4.7) (ud+ J (D))2 = uD

On the other hand, the relations from Proposition 4.3 are equivalent to

(4.8) (b+ uB + I(D))2 = u(eD − 1)

where again

(4.9) I(D) =

∞∑
n=1

1

n!
IDn

This seems to be another instance of the appearance of the inverse Todd series e
D−1
D ,

as it often happens in the comparison between commutative and non-commutative
contexts.

One can pass from I(D) to J (D) as follows.

Lemma 4.5. Define the Stirling numbers as the coefficients of the power series

(4.10)
∑
k,l≥0

ck,lx
kyl =

∞∑
n=1

1

n!
y(y − x) . . . (y − (n− 1)x).

Let IDn , n ≥ 1, satisfy the relations from the proposition 4.3 and set

J (D) =
∑
k,l≥0

ck,lL
k
DIDl .

Then
(b+ uB + J (D))2 = uLD

Example 4.6. Let A be a differential graded algebra whose differential we
denote by dA. Let α be a derivation of degree one of A and set

R = (dA + α)2 = [dA, α] +
1

2
[α, α].

Consider first the commutative case and the de Rham complex Ω•A/k with the
differential dA + d. Then

(4.11) Du
α = dA + ud− 1

u
ιR

is a differential on Ω•A/k((u)).
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Now, more generally, assume that, in addition to the Lie algebra Der(A), a
collection of JRn acts on a complex with differential b+uB, subject to (4.6). Then,
formally, set

(4.12) Du
α = dA + ud−Ψ(R) where Ψ(R) =

∞∑
n=1

u−n

n!
JRn .

One checks that (Du
α)2 = 0.

Let us now assume that instead of a collection of operators JRn , a collection
of operators IRn acts subject equations (4.3). For example, the complex could be
CCper
• (A). Looking for Φ(R) such that

(4.13) (dA + b+ uB − Φ(R))2 = 0,

we find

(4.14) Φ(R) =
∑
k,l

ck,lR
lIRk

where

(4.15)
∑
k,l

ck,ly
lxk = (1 +

y

u
)
x
y − 1 =

∞∑
n=1

1

n!un
x(x− y) . . . (x− (n− 1)y)

We see that exp(xu ) gets replaced by (1 + y
u )

x
y .

Both operators require a convergence condition. For example, one might as-
sume that k contains the rationals, the image of R is inside an ideal of A. Or,
one assumes that the image of R is contained in pA where p > 2 is a prime. In
both cases, b+ uB + dA −Φ(R) is a well-defined differential on the periodic cyclic
complex completed with respect to the filtration induced by powers of the ideal (in
the second case, this means p-adic completion); cf. [27], [33].

Remark 4.7. As shown in [1], given a manifold with an action of a Lie group
and a closed odd equivariant differential form, the space of equivariant forms ac-
quires a generalized Cartan calculus structure as in (4.6). There are more examples
of such generalized calculus: one in [2] (again as in (4.6)), another in [15] (as in
(4.4)). The author is grateful to Anton Alekseev for pointing this out.

5. Compatibility with the Hochschild-Kostant-Rosenberg map

As we have seen above, when A is a commutative algebra andD is its derivation,
one can define formal operators

J (D) =

∞∑
n=1

1

n!
JDn

in two ways. One, on Ω•A/k[[u]], is defined in Remark 4.4. The other, on C•(A)[[u]],

is constructed by Lemma 4.5 from (4.3). Both satisfy

(b+ uB + J (D))2 = uD

where b+ uB on forms stands for ud.
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Theorem 5.1. Suppose that A is commutative. Let k be of characteristic zero.
Let D be a derivation of A. There exist natural (homogeneous of degree m in D)
morphisms of degree zero

HKRDm : C•(A)→ Ω•A/k

such that HKR0 = HKR is the quasi-isomorphism given in Theorem 3.2 and

(ud+ J (D))HKR(D) = HKR(D)(b+ uB + J (D))

where

HKR(D) =

∞∑
n=0

HKRDn

The proof occupies the rest of Section 5.

5.1. Natural operators J (D) on forms. Let us look at all possible natural
systems of operators JDn on forms that satisfy (4.6). Any such system is of the
form

(5.1) J (D) = A(D)ιD +B(D)ud

The condition (4.6) becomes
A(B + 1) = 1

We claim that any two such J1(D) and J2(D) with A(0) = B(0) are equivalent,
meaning that there exists an invertible formal operator F (D) such that

(5.2) (ud+ J2(D))F (D) = F (D)(ud+ J1(D))

The only natural candidate for such an operator is

(5.3) F (D) = P (D) +Q(D)dιD

where P and Q are some power series to be determined. The condition (5.2)
becomes

(5.4) −(P +DQ)A1 +A2P = 0; B2(P +DQ) = PB1 −QD

Since Bi = A−1
i − 1, those two equations are the same. We can start with any

invertible P (D) and find Q(D) uniquely out of the first equation. We will be
interested in a special choice of J (D).

Lemma 5.2. Define

(5.5) ID = ιD +
D

2
ud; IDn =

Dn

n+ 1
ud, n ≥ 2.

and

(5.6) JQ(D) =
log(1 +D)

D
ιD + (

D

log(1 +D)
− 1)ud

In other words:

(5.7)
1

n!
JQ,Dn =

(−1)n−1

n
Dn−1ιD + cnD

nud

where the cn are defined by the generating function

(5.8) 1 +

∞∑
n=1

cnz
n =

z

log(1 + z)
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Then the IDn satisfy (4.4) (with ud instead of b + uB); the JDn are the result of
applying the construction of Lemma 4.5. In particular, the JDn satisfy (4.6).

(In other words: (5.5) provides the simplest family of IDn on forms; applying
the construction of Lemma 4.5 to it, we get a family of JDn , but this is not the
simplest one possible).

Proof.

[ud, IDn ] +

n−1∑
k=1

(
n

k

)
IDkIDn−k = n([ιD,

u

n
dDn−1] = uDn;

∑
k+l=n

ck,lL
k
DIDl = cn−1,1ιDD

n−1 +
∑
k+l=n

ck,lD
k Dl

l + 1
=

(−1)n−1

n
Dn−1ιD +

u

n!

1

D

∫ D

0

y(y −D) . . . (y − (n− 1)D)dy

Note also
∞∑
n=1

1

xn!

∫ x

0

y(y − x) . . . (y − (n− 1)x)dy =
1

x

∫ x

0

(1 + x)
y
x dy − 1 =

x

log(1 + x)
− 1

This proves our statement. �

5.2. The operator HKR(D). We will construct a formal operator

(5.9) HKR(D) = HKR +

∞∑
n=1

HKRDn

such that HKRDn is a homogeneous map of degree n from Der(A) to operators
C•(A,A)→ Ω•A/k satisfying

(5.10) [b+ uB + I(D),HKR(D)] = 0

Here I(D) on Hochschild chains is defined in Proposition 4.3 and on forms in (5.5).
Having done that, we will be able to construct HKRQ(D) as in Theorem 5.1 but
with JQ(D) instead of J (D):

HKRQ,Dn =
∑
k+l=n

ck,lD
kHKRDl

Since J (D) and JQ(D) are equivalent, this will prove the theorem.
The obstructions to existence of HKR(D) lie in the cohomology of an easy-to-

compute complex. We will show that those obstructions all vanish.
5.2.1. The complex of operations. Let n ≥ 0. Consider a collection mi ≥ 0 and

εi = 0 or 1, i = 0, . . . , n, such that for any i > 0, mi and εi are not both equal to
zero. Define the morphism C•(A)→ Ω•A/k

(5.11) a0 ⊗ . . .⊗ an 7→ dε0Dm0(a0) . . . dεnDmn(an)

Denote this operation by ηε0tm0 ⊗ . . .⊗ ηεntmn .

Lemma 5.3. The linear span of all operations (5.11) with the differential ◦b is
isomorphic to the Hochschild cochain complex of the coalgebra k[η, t] where |η| =
−1, |t| = 0, η2 = 0 and the comultiplication is the algebra morphism such that
t 7→ t⊗ 1 + 1⊗ t, η 7→ η ⊗ 1 + 1⊗ η.
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Proof. Straightforward. �

We denote our coalgebra by C and the complex of operations by C•(C). Inside
this complex there is a subcomplex Cobar(C) spanned by operations for which
m0 = ε0 = 0.

The cohomology of C•(C) is straightforward. First, C•(C)
∼−→ C•(k[t]) ⊗

C•(k[η]) by means of the coshuffle product: tm0ηε0 ⊗ . . .⊗ tmnηεn maps to zero if
for some i > 0 both mi and εi are nonzero; otherwise, it maps to

(tm0 ⊗ tmi1 ⊗ . . .⊗ tmik )⊗ (ηε0 ⊗ ηεj1 ⊗ . . .⊗ ηεjn−k )

where mjp > 0 for all p, εjq = 1 for all q, i1 < . . . < ik, j1 < . . . < jn−k,
and {1, . . . , n} = {i1, . . . , ik, j1 . . . , jn−k}. Furthermore: C•(k[t]) projects quasi-
isomorphically to its cohomology which is spanned over k by tm and tm⊗ t, m ≥ 0.
The projection sends a monomial tm0 or tm0 ⊗ t to itself, and any other monomial
tm0 ⊗ . . .⊗ tmn to zero. Note also that the differential on C•(k[η]) is zero.

We have constructed an explicit quasi-isomorphism

(5.12) C•(C)→ (⊕m≥0(ktm ⊕ ktm ⊗ t))⊗ (⊕n≥0(k1⊗ η⊗n ⊕ kη ⊗ η⊗n))

which restricts to

(5.13) Cobar(C)→ (⊕m≥0(k1⊕ k1⊗ t))⊗ (⊕n≥0(k1⊗ η⊗n)

5.2.2. The existence for HKR(D). First observe that [HKR, ιD] maps to zero
by (5.12). Therefore there is hD in Cobar(C) such that [HKR, ιD] +hD ◦ b = 0. We
want to construct HKRDm such that

(5.14) [HKR, ιDm ] +

m−1∑
k=1

(
m

k

)
[HKRDk , ιDm−k ] = −HKRDm ◦ b

for all m. Assume we have constructed all Dk for k < n. Then the left hand side of
(5.14) is an operation in Cobar(C) that vanishes under (5.13) (indeed, it has weight
> 1 in t). This shows that HKRDn exists.

We claim that

(5.15) HKR(D) = HKR +
∑
n≥1

1

n!
HKRDn

is the one we are looking for (i.e. that no higher terms in u are needed; note
also that, if needed, they would not be available because there are no natural
operations C• → Ω• of degree bigger that one). To proceed, we do need some
explicit knowledge of HKRDm .

Let hDm be the principal term of HKRDm in the following sense: it is the part
involving only the monomials (5.11) where only one mj is nonzero.We claim that

(5.16) hDm(a0 ⊗ . . .⊗ an) =

n∑
k=1

(n− k +m)!

(n+m)!(n− k)!
a0da1 . . . dD

m(ak) . . . dan

or equivalently
(5.17)

hDm(a0 ⊗ . . .⊗ an) = HKR(

n∑
k=1

n!(n− k +m)!

(n+m)!(n− k)!
a0 ⊗ a1 . . .⊗Dm(ak)⊗ . . .⊗ an)
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To see that, write

(5.18) hDm(a0 ⊗ . . .⊗ an) =

n∑
k=1

cmj (n)a0da1 . . . dD
m(ak) . . . dan

Now apply (5.14) to a0⊗. . .⊗an+1. Compute the coefficients of a0D
m(a1)da2 . . . dan+1.

For m = 1, we get

(5.19) c11(n) +
1

(n+ 1)!
− 1

n!
= 0

For m > 1, we get

(5.20) cm1 (n) +mcm−1
1 (n+ 1)− 1

n!
= 0

Computing the coefficients of a0da1 . . . D
m(aj)daj+1 . . . dan+1 for j > 1, we get

(5.21) c1j (n)− c1j−1(n) +
1

(n+ 1)!
= 0

for m = 1 and

(5.22) cmj (n)− cmj−1(n) +mcm−1
1 (n+ 1) = 0

for m > 1. In other words, we have recursive relations (5.20) and (5.21) where
c0j (n) = 1

n! (this may look at first a bit strange as compared to (5.18)). These
relations have the unique solution

(5.23) cmj (n) =
(n+m− k)!

(n+m)!(n− k)!

Now we have to show that

(5.24) [HKR, SDm ] +

m−1∑
k=1

(
m

k

)
[HKRDk , SDm−k ] + [HKRDm , B] = 0

Let us show that the composition of the left hand side with b is zero. Denote

ι(D) =

∞∑
m=1

ιDm ; S(D) =

∞∑
m=1

SDm

We have

(5.25) [b+ ι(D),HKR(D)] = 0

and
[b+ ι(D), B + S(D)] = eD − 1

Therefore

(5.26) [b+ ι(D), [B + S(D),HKR(D)]] = 0

Let us write

(5.27) [B + S(D),HKR(D)] =

∞∑
n=1

ADn

By induction in m, we see that [b, ADm ] = 0 for all m.
Next, let us show that ADm map to zero under (5.12). The only terms that

do not automatically map to zero are dDm(a0)da1 . . . dan, corresponding to the
operation ηtm ⊗ η⊗m. There are two places in (5.14) in which this may appear.
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One is −SDmHKR in the first summand; the other is hDmB in the last summand.
Recall that

SDm =
dDm

m+ 1
on forms. Therefore the total coefficient of ηtm⊗η⊗m in the left hand side of (5.14)
is

− 1

(m+ 1)n!
+

n+1∑
j=1

cmj (n+ 1)

But
n∑
j=1

cmj (n) =

n∑
j=1

(n+m− j)!
(n+m)!(n− j)!

=
m!

(n+m)!

n∑
j=1

(
n+m− j

m

)
=

m!

(n+m)!

n−1∑
k=0

(
m+ k

m

)
=

m!

(n+m)!

(
n+m

m+ 1

)
=

1

(m+ 1)(n− 1)!

Therefore every ADm vanishes under (5.12). This means that it is in the image of
the differential. But it corresponds to a linear combination of terms ηtm0⊗. . .⊗ηtmn
in C•(C) which cannot be in the image of the differential. Indeed, the differential
preserves the weight in η and increases n by one. Thus, all ADm are equal to zero.
This concludes the proof of Theorem 5.12.

6. Extended Cartan calculus, I

6.1. Algebras A0 and A1.

Definition 6.1. For any differential graded Lie algebra g, let U+(g) be the
kernel of the augmentation U(g) → k. Let Cobar(U+(g)) be the free associative
algebra generated by U+(g)[−1] (the degree shift by one). We denote the free
generator corresponding to x ∈ U+(g) by (x). Define

(6.1) ∂Cobar(x) =
∑

(−1)|x
(1)|(x(1))(x(2))

where the comultiplication is defined by

∆x =
∑

x(1) ⊗ x(2)

In addition, the differential dg induces a differential on Cobar(U+(g)). Now define
the dg algebra

(6.2) A1(g) = U(g) n1 Cobar(U+(g))

as follows. It is an algebra over k[u] generated by the DG subalgebra (U(g), dg)
and the subalgebra Cobar(U+(g)). The only additional relations are

[X, (x)] = (−1)|X|(adX(x)), X ∈ g, x ∈ U+(g).

The differential acts as follows:

(6.3) x 7→ dgx, x ∈ U(g); (x) 7→ (−dgx) + ∂Cobar(x) + ux, x ∈ U+(g).

Define also

(6.4) A0(g) = U(g) n0 Cobar(Sym+(g))

in the same way as above, the differential being

(6.5) x 7→ dgx, x ∈ U(g); (x) 7→ (−dgx) + ∂Cobar(x) + uB0(x)
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where
B0(x) = x, x ∈ Sym1(g);B0(x) = 0, x ∈ Sym>1(g)

Lemma 4.2 can be strengthened as follows.

Proposition 6.2. There is a natural action of A1(Der(A)) on CC−• (A) where
g = Der(A) such that for any derivation D, D acts by LD and (Dn) acts by IDn
[32], [9].

Let us define this action expicitly. Recall for D ∈ Der(A)

(6.6) LD(a1 ⊗ . . .⊗ an) =

n∑
j=1

a1 ⊗ . . .⊗D(aj)⊗ . . .⊗ an = λD(a1 ⊗ . . .⊗ an)

(to reconcile this with our notation later on, we use two different letters for the
same operator). Let X1, . . . , Xm ∈ Der(A). For X = X1 . . . Xm ∈ U+(Der(A)), we
put

(6.7) λX = λX1
. . . λXm

Definition 6.3. For X ∈ U+(Der(A)

(6.8) IX = ιX + uSX

where

(6.9) X1 . . . Xm = X1 ◦ . . . ◦Xm;

(6.10) ιX(a0 ⊗ . . .⊗ an) = a0X(a1)⊗ a2 ⊗ . . .⊗ an

(6.11) SX(a0 ⊗ . . .⊗ an) =

n∑
j=0

(−1)njaj ⊗ . . .⊗ an ⊗ a0 ⊗ λX(a1 ⊗ . . .⊗ aj−1)

Lemma 6.4. The above formulas define an action of A1(Der(A)) on CC−• (A).

Proof. This can be shown by direct verification [32]; it follows also from
considerations as in the introduction (namely, the argument establishing (1.10)).

�

7. Extended Cartan calculus, II

7.1. Noncommutative calculus of multivector fields and forms. Re-
turn to the case of a commutative algebra A. Recall that ∧•TA/k[1] carries a
graded Lie algebra structure. The action by operators ιD, D ∈ Der(A) extends to
an action by contraction of multivectors (multivector fields) so that Ω−• is a graded
module over the graded algebra ∧•TA/k. Set, for α ∈ ΛmTA/k,

(7.1) Lα = [d, ια] : Ω•A/k → Ω•−m+1
A/k

Theorem 7.1. The operation of Lie-derivative L makes Ω•−m+1
A/k into a module

over the Lie algebra ∧•TA/k[1]. The following identities hold.
(1) [Lα, Lβ ] = L[α,β];
(2) [Lα, ιβ ] = (−1)|α|−1ι[α,β];
(3) [ια, ιβ ] = 0;
(4) [d, ια] = Lα.



GAUSS-MANIN CONNECTION IN NONCOMMUTATIVE GEOMETRY 17

Moreover,

(7.2) ιαβ = ιαιβ ; Lαβ = Lαιβ + (−1)|α|ιαLβ

7.2. Hochschild cochain complex. The role of noncommutative multivec-
tor fields is played by Hochschild cochains.

Definition 7.2. Let A be a unital associative algebra over k. Set

(7.3) C•(A) = Homk(A⊗•, A)

with the differential δ : C•(A)→ C•+1(A) given by

δφ(a1, . . . , an+1) = a1φ(a2, . . . , an+1)

+

n∑
k=1

(−1)kφ(a1, . . . , akak+1 . . . an+1) + φ(a1, . . . , an)an+1

The complex (C•(A), δ) computes the groups Ext•A⊗Aop(A,A), usually called the
Hochschild cohomology of A and denoted by HH•(A) or HH•(A,A).

Note that the space of cocycles in C1(A) is Der(A). There is a differential
graded Lie algebra structure on C•(A)[1] that extends the commutator of deriva-
tions (the Gerstenhaber bracket). For later use, let us be more explicit. Let
φ ∈ Ck(A) and ψ ∈ Cl(A). Set

φ ◦ ψ = φ ◦ (ψ ⊗ id . . .⊗ id) + (−1)|ψ|φ ◦ (id⊗ ψ ⊗ id . . .⊗ id) +

. . .+ (−1)|ψ||φ|φ ◦ (id⊗ . . .⊗ ψ)

and

[φ, ψ] = φ ◦ ψ − (−1)|ψ||φ|ψ ◦ φ.

Here | · | refers to the Lie algebra degree, i. e., for φ ∈ Ck, |φ| = k − 1. [·, ·]. The
bracket is called the Gerstenhaber bracket and the following holds.

Theorem 7.3. (C•(A)[1], [·, ·], δ) is a differential graded Lie algebra.

7.3. Hochschild cochains and the bar construction. Recall the approach
to Cartan calculus originated in [21] and [22]. For a graded k-module A, let
Bar(A) = T (A[1]) be the cofree coassociative coalgebra. As usual, we denote a1[1]⊗
. . .⊗ an[1] by (a1| . . . |an). An A∞ structure on A is by definition a coderivation of
degree +1 and of square zero of Bar(A). Any coderivation is uniquely determined
by its composition with the projection onto A[1]. In other words, an A∞ structure
on A is a collection of k-linear maps mn : A⊗n → A[2 − n] for n ≥ 1. Any DG
algebra is an A∞ algebra if we put m1(a1) = da1, m2(a1, a2) = (−1)|a1|a1a2 for
n = 2, and mn = 0 for n > 2.

Lemma 7.4. The DG Lie algebra Coder(Bar(A)) is isomorphic to the DG Lie
algebra (C•(A)[1], [·, ·], δ) from 7.3.
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7.4. Hochschild and cyclic complexes of coalgebras. For a counital DG
coalgebra B, let

(7.4) C•II(B) =

∞⊕
n=0

B ⊗ B̄[−1]⊗n

Here B̄ is the kernel of the counit B → k. The above complex carries two differ-
entials: one coming from the differential on B, the other defined in the dual way
to the Hochschild differential B. Cf. [8], [18], [33]. We view C•II(B) as a complex
whose differential is the sum of these two differentials.

Remark 7.5. If we followed definition of the Hochschild complex C•(A) of a
DG algebra A and applied the dual construction to a coalgebra B, we would get the
direct product totalization, not the direct sum. This is why we use the subscript II
and use the term complex of the second kind (compare to [30]). Our definition is
not invariant under quasi-isomorphisms of DG coalgebras (which is good because
we are going to apply it to an acyclic coalgebra Bar(A)).

Similarly, we define the differential B by a formula dual to the one on the chain
complex. Then we define cyclic complexes of a DG coalgebra by

(7.5) CC•II(B) = (C•II(B)[[v−1]], dB + b+ v−1B)

(7.6) CC•per,II(B) = (C•II(B)((v−1)), dB + b+ v−1B)

(7.7) CC•−,II(B) = (C•II(B)((v−1))/v−1C•II(B)[[v−1]], dB + b+ v−1B)

Finally, for any DG coalgebra B (not necessarily counital), we denote by B+ the
coalgebra with counit adjoined, and but

(7.8) C•?,II(B) = ker(C•?,II(B
+)→ C•?,II(k))

(7.9) CC•?,II(B) = ker(CC•?,II(B
+)→ CC•?,II(k))

where ? stands for −, per, or nothing.

Theorem 7.6. (cf. [31], [11]). There is a natural chain of quasi-isomorphisms

C−•(A)
∼−→ C•II(Bar(A))

CC−−•(A)
∼−→ CC•II(Bar(A))

CC−•(A)
∼−→ CC•−,II(Bar(A))

The proof will be given in Subsections 7.5 and 7.6 below.

7.5. Short chain complexes. For an algebra A, let Csh(A) be the truncated
Hochschild complex

(7.10) 0→ C1(A)/bC2(A)
b−→ C0(A)→ 0

Equivalently,

(7.11) Csh
1 (A)

∼−→ Ω1
A/[A,Ω

1
A]

where Ω1
A is the bimodule of noncommutative one-forms: it is generated by sym-

bols da, a ∈ A/k · 1, linear in a and subject to relations d(ab) = da · b + a · db.
The differential B induces B : A → Csh

1 (A) which under (7.11) becomes the De
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Rham differential d : a 7→ da. Factoring out all components upCn(A), n ≥ 2, and
upbC1(A), we get the short cyclic complexes

(7.12) CCsh
• (A), CC−,sh• (A), CCper,sh

• (A)

Dually, for a coalgebra B define

C0
II,sh(B) = B; C1

II,sh(B) = ker(C1
II(B)

b−→ C2
II(B));

CnII,sh(B) = 0 for n ≥ 2. Replacing C•II by C•II,sh in (7.5), (7.6), (7.7), we get
complexes

(7.13) CC•II,sh(B), CC•−,II,sh(B), CC•per,II,sh(B).

Lemma 7.7. If A is free as an algebra then the projections

C•(A)→ Csh
• (A)

and
CC?
•(A)→ CC?,sh

• (A)

are quasi-isomorphisms. Dually, if B is cofree as a coalgebra then the embeddings

C•II(B)→ C•II,sh(B)

CC•?,II(B)→ CC•?,II,sh(B)

are quasi-isomorphisms. Here, as above, ? may stand for −, per, or nothing.

Now apply the lemma to B = Bar(A) and observe that:
C•II,sh is isomorphic to the cone of

1− τ : (A⊗•+1, b′)→ (A⊗•+1, b);

CC•II,sh is isomorphic to the standard (b, b′, 1−τ,N) complex for computing negative
cyclic homology; CC•perII,sh is isomorphic to the standard (b, b′, 1 − τ,N) complex
for computing periodic cyclic homology. This proves Theorem 7.6.

7.6. The big Hochschild and cyclic complexes.

Definition 7.8. Put

Cbig
• (A) = C−•II (Bar(A))

CCbig
• (A) = CC−•−,II(Bar(A))

CCNEG
• (A) = CC−•II (Bar(A))

CCPER
• (A) = CC−•per,II(Bar(A))

Due to Theorem 7.6, these complexes are natural deformation retracts of their
standard counterparts. When A is an ordinary algebra then

Cbig
• (A) = 0, • < 0;

Cbig
0 (A)

∼−→
∞⊕
k=0

A⊗(k+1);

Cbig
n (A)

∼−→
∞⊕
k=0

(A⊗(k+1))mk

for some integers mk (dependent on n). Similarly to the standard case, one has

CCNEG
• (A) = Cbig

• (A)[[u]]; CCPER
• (A) = Cbig

• (A)((u));
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CCbig
• (A) = Cbig

• (A)((u))/uCbig
• (A)[[u]]

The differential is of the form b + uB.

Theorem 7.9. There is a natural action of the DG algebra A1(gA) on the big
negative cyclic complex CCNEG

• (A).

Proof. The action is defined by operators dual to the ones in Definition 6.3.
�

7.6.1. Extended noncommutative Cartan calculus for the short cochain complex.
In the rest of this section we will briefly outline another way to extend the Cartan
calculus. Namely, we will observe that it extends to the short cochain complex
gsh
A . After that, one can replace A by its cofibrant DG resolution R; the inclusion

gsh
R → gR is a quasi-isomorphism; it is also known that gR and gA are equivalent

as DG Lie algebras. This yields an action of a DG Lie algebra equivalent to gA
on another version of a big negative cyclic complex, namely CC−• (R). We are not
using this anywhere else in the article.

Definition 7.10. Let A be a unital algebra. Define a differential graded Lie
subalgebra of gA (consisting of zero-cochains and one-cocycles)

gsh
A = A[1] oDer(A)

Here A[1] is Abelian. The differential is zero on Der(A) and sends a ∈ A[1] to
ad(a).

Proposition 7.11. The action from Proposition 6.2 naturally extends to an
action of the algebra U(gsh

A ) n1 Cobar(U+(gsh
A )) on CC−• (A).

Proof. For x ∈ A, we define

(7.14) λx(a1 ⊗ . . .⊗ an) =

n∑
j=0

±a1 ⊗ . . .⊗ aj ⊗ x⊗ aj+1 ⊗ . . .⊗ an;

(7.15) Lx(a0 ⊗ . . .⊗ an) = ±a0 ⊗ λx(a1 ⊗ . . .⊗ an);

(7.16) ιx(a0 ⊗ . . .⊗ an) = a0x⊗ a1 ⊗ . . .⊗ an
For X1, . . . , Xm ∈ gsh

A and X = X1 . . . Xm ∈ U(gsh
A ), put

(7.17) LX = LX1 . . . LXm

Extend the composition operation from Der(A) to gsh
A as follows. For D ∈ Der(A)

and x ∈ A, D◦x = D(x) and x◦D = 0; for x, y ∈ A, x◦y = 0. For X1, . . . , Xm ∈ gsh
A

and X = X1 . . . Xm ∈ U+(gsh
A ), put

(7.18) X = X1 . . . Xm = ((. . . (X1 ◦X2) ◦ . . .) ◦Xm)

For X1, . . . , Xm ∈ gsh
A and X = X1 . . . Xm ∈ U+(gsh

A ) set

(7.19) IX = ιX̄ + uS(X)

where

(7.20) SX(a0 ⊗ . . .⊗ an) =

n∑
j=0

(−1)j1⊗ aj ⊗ . . .⊗ an ⊗ a0 ⊗ λX(a1 ⊗ . . .⊗ aj−1)

Note that X is either a linear mar A→ A (if all Xi are derivations) or an element
of A. In the former case ιX is defined by (6.10), in the latter case by (7.16).
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Let X ∈ U(gsh
A ) act by LX (7.17) and let (X), X ∈ U+(gsh

A ), act by IX
(7.19). We claim that U(gsh

A ) n1 Cobar(U+(gsh
A )) defines an action of U(gsh

A ) n1

Cobar(U+(gsh
A )). The proof will be sketched below. �

8. The Gauss-Manin superconnection

8.1. The universal formulas. Recall the algebras

(8.1) A0(g) = U(g) n0 Cobar(Sym(g)+)

(8.2) A1(g) = U(g) n1 Cobar(U(g)+)

defined in 6.1. Those are algebras over k[u]; as we have seen, A1(gA) acts on the
big negative cyclic complex of A. This action obviously extends to the (u)-adic
completion of A1(gA). However, for applications we will rather need the (u−1)-adic
completion of the localized algebra A0[u−1].

Lemma 8.1. Let k contain the rationals. There is a natural isomorphism of
DG algebras

A0(g)
∼−→ A1(g)

Proof. For D1, . . . , Dk in g define (D1 . . . Dk) to be the coefficient at t1 . . . tk
in

(8.3)
1

k!
J(t1D1 + . . .+ tkDk)

where J is as in Lemma 4.5. Here t1, . . . , tk are formal variables that are central.
We view (D1 . . . Dk) as an element ofA0g.We get an g-equivariant map Sym(g)+ →
A1(g) that extends to a DG algebra isomorphism A0(g)

∼−→ A1(g). �

Let an be the free graded Lie algebra with generators λ0, . . . , λn of degree one.

Lemma 8.2. Let k be of characteristic zero. Then k[u, u−1] → A0(an)[u−1] is
a quasi-isomorphism.

Proof. The cohomology of the differential ∂Cobar is

(8.4) Sym(an[−1])⊗ U(an)[u, u−1]

The differential induced by B0 is the standard Chevalley-Eilenberg differential com-
puting the homology H•(an, U(an)) which is isomorphic to k. The corresponding
spectral sequence proves the statement. �

Definition 8.3. Let Â0(an) be the completion of A0(an))[u−1] with respect
to the increasing filtration induced by the grading of an. Define

Dλj = λj − J(
1

u
Rj) = λj − (exp(

Rj
u

)− 1) ∈ Â0(an)1

where Rj = λ2
j .

Lemma 8.4. Let k be of characteristic zero.
(1) For any j one has

D2
λj = 0
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(2) There exist elements T (λ0, . . . , λm) of degree 1 − m in Â0(am) for all
m > 1 such that

(∂Cobar + uB0)T (λ0, . . . , λn) +Dλ0
T (λ0, . . . , λn)+

n−1∑
j=1

(−1)j−1T (λ0, . . . , λj)T (λj , . . . , λn) + (−1)nT (λ0, . . . , λn)Dλn

+

n−1∑
j=1

T (λ0, . . . , λ̂j , . . . , λn) = 0

Proof. Follows from Lemma 8.2. Indeed, let us look for

(8.5) T (λ0, λ1) = 1 +

∞∑
k=1

Tk(λ0, λ1)

where Tk is homogenous of degree k. By induction in k, we find Tk as the solution
for (∂Cobar +uB0)Tk = Uk where Uk is some given cocycle. This gives us T (λ0, λ1).
Similarly, assume we have found all T (λ0, . . . , λm) for m < n.

(8.6) T (λ0, . . . , λn) =

∞∑
k=1

Tk(λ0, . . . , λn)

Then we can find each homogenous component Tk using induction in k. �

8.2. The main statement. Let S be an algebraic variety over a unital com-
mutative ring k. Let A be a sheaf of OS-algebras. We assume that locally in S
there is a connection

(8.7) ∇ : A → Ω1
S ⊗OS A

on the family A.We do not require the connection to preserve the algebra structure.
Let CCPER

• (A/OS) be the sheaf of big periodic cyclic complexes where OS is
regarded as the ring of scalars. Then ∇ extends to an operator of degree one on
Ω•S ⊗OS CCPER

• (A/OS).

Theorem 8.5. Let k be of characteristic zero. Let S be an algebraic variety
over k and let A be a sheaf of OS-algebras.

(1) For any connection ∇ on A there exists canonically defined element of
degree 1

A(∇) ∈ Ω•S ⊗OS End•OS (CCPER
• (A/OS))

such that
(∇GM)2 = 0

where ∇GM = b + uB +∇+A(∇).
(2) For any connections ∇0, . . . ,∇n on A, there is a canonically defined ele-

ment of degree 2− n
T (∇0, . . . ,∇n) ∈ Ω•S ⊗OS End•OS (CCPER

• (A/OS))

such that

(b + uB)T (∇0, . . . ,∇n) +∇GM
0 T (∇0, . . . ,∇n)+

n−1∑
j=1

(−1)jT (∇0, . . . ,∇j)T (∇j , . . . ,∇n) + (−1)nT (∇0, . . . ,∇n)∇GM
n = 0
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Proof. Put

(8.8) R∇ = ∇m+∇2;

then

(8.9) (b + uB +∇)2 = LR∇

where m is the Hochschild cochain defining the product on A.
Now put

(8.10) ∇GM = b + uB +∇− J(
1

u
R∇)

and

(8.11) T (∇0, . . . ,∇n) = T (m+∇0, . . . ,m+∇n)

as in Lemma 8.4. The same lemma implies the statement. �

8.3. Explicit formulas and integrality. Lemma 8.4 can be improved to
provide explicit formulas for T (λ0, . . . , λn). Those formulas have an integrality prop-
erty; namely, if λ0, . . . , λn are divisible by a prime p > 3 then T (λ0, . . . , λn) are
defined in the p-adic completion of A0(an) (as are Dλi). This is not surprising.
Indeed, in the proof of the lemma we used the fact that in characteristic zero, both
the cobar construction and the chain complex C•(an, U(an)) are (almost) acyclic.
In fact this is true over the integers for certain divided power versions of these com-
plexes. We were not able to deduce the p-adic analog of Lemma 8.4 just from that
observation. Instead, it is possible to follow this logic more closely and to write
explicit formulas. These formulas are themselves of interest. They resemble certain
WKB-type expansions in a Fock space, figuring fast oscillating exponentials where
the Planck constant ~ is replaced by the formal parameter u of degree two. We will
give details in the forthcoming article.
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